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ABSTRACT: Active layer nanomorphology is a major factor
that determines the efficiency of bulk heterojunction polymer
solar cells (PSCs). Synthesizing diblock copolymers in which
acceptor and donor materials are the constituent blocks is the
most recent method to control the structure of the active layer.
In the current work, a computational method is proposed to
predict the nanomorphology of the active layer consisting of a
diblock copolymer. Diblock copolymers have a tendency to
self-organize and form well-defined nanostructures. The shape of the structure depends on the Flory−Huggins interaction
parameter (i.e., χ), the total degree of polymerization (N) and volume fractions of the constituent blocks (φi). In this work,
molecular dynamics (MD) simulations were used to calculate χ parameters for two different block copolymers used in PSCs:
P3HT-b-poly(S8A2)-C60 and P3HT-b-poly(n-butyl acrylate-stat-acrylate perylene) also known as P3HT-b-PPerAcr. Such
calculations indicated strong segregation of blocks into cylindrical structure for P3HT-b-poly(S8A2)-C60 and intermediate
segregation into cylindrical structure for P3HT-b-PPerAcr. Experimental results of P3HT-b-poly(S8A2)-C60 and P3HT-b-
PTP4AP, a diblock copolymer having very similar structure to P3HT-b-PPerAcr, validate our predictions.

KEYWORDS: active layer, diblock copolymers, nanomorphology, molecular dynamics simulation,
Flory−Huggins interaction parameter

1. INTRODUCTION

Environmental issues related to energy production from fossil
fuels1 and soaring crude oil prices in the past decade have been
the main stimulants for the development of renewable energy
resources. More energy from sunlight strikes Earth in 1 h than
all of the energy consumed by humans in an entire year,2 and
finding a cost-efficient way to capture it can solve energy
concerns of the human race for the foreseeable future.
To obtain the highest efficiency in the polymer solar cells,

the thickness of the active layer must be greater than 240 nm,
whereas the size of the acceptor and donor domains ought to
be in the 5−20 nm range.3,4 It is noteworthy that the main
breakthroughs in the efficiency of polymer solar cells in the past
two decades occurred because of the fundamental changes in
the morphology of the active layer through introduction of
diffused bilayer5 and bulk heterojunction architectures for the
active layer. Bulk heterojunction (BHJ) morphology in which
acceptor and donor materials are completely mixed in the active
layer is the most suitable structure for optimal charge
separation. However, in the BHJ active layer, materials must
form ordered and continuous phases to yield high charge
collection efficiencies.
Several methods have been developed to improve the

morphology of the active layer in BHJ solar cells through
thermal treatment,6−9 solvent annealing,10,11 additives,12,13 etc.
All these methods require extra processing steps and hence

increase the embedded energy, cost and complexity of the solar
cells. Furthermore, these methods are not generic and yield
higher efficiencies only for specific active layer materials.
Using diblock copolymers with acceptor and donor blocks is

the newest approach to attain the desired nanomorphology in
the active layer. Block copolymers are macromolecules
composed of sequences or blocks of chemically distinct repeat
units.14 Upon blending of two thermodynamically incompatible
homopolymers, they tend to form macroscopic domains of
pure polymers. However, in the case of block copolymers,
because of the covalent bond between separate blocks, they
cannot separate to form macro-domains. The size of block
copolymer domains depend on the chain lengths of the blocks.
Diblock copolymers in the active layer, because of their
tendency to self-segregate, do not need extra processing steps
to attain a suitable nanomorphology and therefore are
promising candidates for future PSCs.
Currently, the field of organic photovoltaics is dominated by

active layers composed of small molecule-small molecule or
small molecule-semiconducting polymer blends. First, the
nanoscale self-segregation tendency of diblock copolymers
that consist of at least one absorbing, π-conjugated block may
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be used to achieve ordered heterojunctions by selectively
etching away the nonconjugated block and filling the vacant
spaces with a suitable π-conjugated small molecule or polymer
using a solvent orthogonal to the conjugated block. Second,
despite advantages such as enhanced processability, absorption
of both components contributing to better light harvesting,
potentially longer charge collection paths and higher potential
stability, active layers consisting of conjugated polymer−
polymer blends have performed poorly thus far in comparison
to polymer-small molecule blends, primarily because of
difficulties in engineering the correct nanomorphology of the
active layer. In this context, the self-segregation tendency of
diblock copolymers is particularly interesting as a method to
overcome the morphology limitation of polymer−polymer
blends for PSCs.
A two-step process is usually followed to design new

materials for PSCs. First, an acceptor−donor pair must be
designed which has suitable optoelectronic properties. The
second step is to synthesize the suggested materials and
fabricate a solar cell to evaluate the morphology and efficiency
attained using new materials. New material synthesis and
characterization is very cumbersome and requires considerable
amount of time, knowledge, and budget. Moreover, because of
the sensitivity of polymer solar cells to ambient, duration of
light exposure, contact electrode degradation, and processing
conditions, the fabrication and performance evaluation of
optimized solar cells is a delicate and multidisciplinary process.
Although optoelectronic properties, charge mobility, and

absorption spectra of the acceptor and donor materials are
important factors in determining the performance of the solar
cells, the efficiency of the solar cell will be low if the active layer
does not have proper nanomorphology even if the other
properties of the active layer materials are superior. The
importance of the active layer nanomorphology in the
performance of solar cells has been discussed extensively
elsewhere.15−21 Finding a computational method to evaluate
nanomorphology of the active layer can save a tremendous
amount of time and investment. In the current work, we
present a molecular dynamics (MD) method to predict the
nanomorphology of the block copolymers commonly used in
the PSCs. Here, we would like to point out that although there
has been an explosion in papers on organic solar cells
employing primarily an empirical approach toward engineering
the active layer morphology, papers that employ the modeling/
simulation approach to predict the morphology are scarce. It is

only in the very recent literature that researchers have reported
the use of computer simulation techniques to address issues
related to polymer solar cells. For instance, Do et al.22

performed molecular dynamics simulation of P3HT and
PBTTT to provide a rationale for higher hole mobility in
PBTTT versus P3HT. They performed coarse-grained MD
simulations of pure P3HT and PBTTT and used pair
distribution function analysis of inter- and intrachain site
pairs to propose a more highly ordered morphology in PBTTT
versus P3HT as the reason of better charge mobility in PBTTT.
In another work, Lee et al.23 performed multiscale MD
simulation to reproduce phase behavior of P3HT and PCBM
blend. It is worth noting that the segregation of acceptor−
donor material in PSC active layer is kinetic-driven and a MD
simulation of at least several milliseconds is required to
equilibrate the system in order to reproduce its phase
nanomorphology. And this requires very high computational
cost. In the present work, we will use an approach different
from that of Lee et al. to determine the phase nanomorphology.
In particular, we will use the rotational isomeric state model to
generate the initial conformations of the polymers of interest
and will equilibrate them using MD simulation. The
corresponding Flory−Huggins interaction parameters will
then be calculated and used for the determination of the
phase behavior of the systems. In our view, this approach is
computationally more cost-effective.

2. THEORETICAL BACKGROUND

The morphology of AB diblock copolymer has been the subject
of comprehensive theoretical24,25 and experimental26,27 studies
and its behavior is relatively well understood. The morphology
of undiluted diblock copolymers is determined by three factors:
the A−B segment−segment Flory−Huggins interaction param-
eter (χ), the volume fractions of constituent blocks in the
polymer (φA and φB) and the overall degree of polymerization
(N).
Phase diagrams of diblock copolymers are divided into three

regimes: weak segregation limit (WSL), intermediate segrega-
tion region (ISR) and strong segregation limit (SSL)
depending on the combined parameter, χN.28 In the WSL,
the composition in different regions deviates slightly from the
average value. This means that we do not have domains of pure
A or B blocks and the two blocks are intimately mixed at the
microscopic level.29 For copolymers with infinite length (N→
∞), as the χN value approaches 10, individual chains are

Figure 1. Illustration of the different states of segregation in diblock copolymers.
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significantly extended from their unperturbed Gaussian
dimensions which are considered as a signal for crossover
from WSL to ISR.30 As the χN value approaches roughly 50−
100,28 domains of pure blocks with sharp interfaces start to
appear, which is the characteristic of the SSL. Three regimes in
block copolymer phase behavior are schematically illustrated in
Figure 1.
Fredrickson and Helfand31 formulated order−disorder

transition χN as a function of the degree of polymerization
for symmetric diblock copolymers with a finite degree of
polymerization

χ = + ̅ −N N( ) 10.495 41.0ODT
1/3

(1)

where N̅ = Na6ν−2 and a and ν are the statistical segment length
and volume, respectively.
Flory−Huggins interaction parameter decreases with increas-

ing temperature and in many cases, χ exhibits a linear reciprocal
dependence on temperature

χ α β α≈ + >−T , 01 (2)

Block copolymers can form various structures in the strong
segregation limit depending on the volume fraction of the
constituent blocks. A typical phase diagram is shown in Figure
2. Spherical structure is observed when the volume fraction of

one block is much less than the other block. This type of
nanostructure is not suitable for PSC active layer and this
region should be avoided. As the volume fraction of the block
increases, cylindrical, bicontinuous, perforated, and lamellar
structures appear. Cylindrical, bicontinuous and lamellar
structures are suitable for our purpose but the perforated
structure must be avoided since the formed domains are not
continuous. It must be noted that the phase diagram is not
generic in a sense that the volume fractions corresponding to
the phase boundaries depend on the chemical composition of
the block copolymer but different block copolymers exhibit

similar phase diagram (i.e., they will exhibit similar nanostruc-
tures over comparable volume fraction ranges).
Because the volume fraction of blocks and the overall degree

of polymerization can be readily controlled while synthesizing
the block copolymer, the most important factor that determines
nanostructure and degree of self-segregation is the Flory−
Huggins interaction parameter. Finding suitable A and B blocks
that have the proper χ parameter value and proper
optoelectronic properties is the most important step in the
design of a copolymer that will form the desired nano-
morphology and hence will yield a higher power conversion
efficiency.
It is noteworthy that the phase diagram of a diblock

copolymer gives the nanomorphology of the diblock copolymer
phase at thermodynamic equilibrium. However, in the
fabrication of polymer solar cells, the active layer molecules
do not have enough time to reach equilibrium conformations in
most cases. Hence, the phase segregation shown in Figure 2
corresponds to the highest achievable segregation under the
given experimental conditions. However, conditions closer to
equilibrium are achieved in subsequent solvent annealing steps.
The equilibrium configuration is also important for under-
standing the stability of the nanomorphology of the active layer
during device operation.
An acceptor−donor pair with a χ value larger than 100 will

lie in the SSL limit. There are two advantages for a system that
exhibits characteristics of SSL: first, pure domains of acceptor
and donor material provide better light absorption and lower
trap densities. Second, extended and straighter polymer
backbone means that the charge collection route is shorter
and both geminate and bimolecular recombination are less
likely to occur.
There are two different approaches to calculate the χ

parameter: the first method uses Hildebrand solubility
parameters to calculate the χ parameter while in the second
method, lattice theory is used to derive an expression for the χ
parameter. These methods are described extensively else-
where.33 In the current work, lattice theory is used from which
the following expression can be derived for the Flory−Huggins
parameter:34

χ
φ φ

=
ΔE

RT
mix

A B (3)

where ΔEmix = Eblend − EA − EB is the potential energy of
mixing, R is the ideal gas constant, T is the temperature, and φi
is the volume fraction of species i.
In general, ΔEmix is small in comparison to the energies of

the individual Ei values. This is the drawback of this method as
the calculated χ value tends to carry a relatively large
uncertainty. Despite this drawback, this work demonstrates
that such an approach yields reasonable prediction of the
nanomorphology for two diblock copolymers used in the active
layer of PSCs.

3. SIMULATION METHOD
All MD simulations were performed using the Materials Studio
software package. (MS Modeling version 4.0, Accelrys)

The COMPASS force field35 was used throughout the work to
describe bonded and nonbonded interactions. In this force field

= + + + + +θ φ χ ‐E E E E E E Eb nonbound cross coupling (4)

The first four terms represent bonded interactions that correspond to
the energy associated with bond stretching (Eb), bond angle bending

Figure 2. Upper panel shows five different common nanostructures
and phase diagram of polyisoprene-polystyrene is shown in lower
panel. fPI is the volume fraction of polyisoprene. Reprinted with
permission from ref 32. Copyright 1995 American Chemical Society.
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(Eθ), torsion angle rotations (Eφ), and Wilson out-of-plane angle (Eχ).
The nonbonded term represents interactions consisting of Lennard−
Jones (LJ) 9−6 function for the van der Waals interactions and the
Coulombic function for the electrostatic interactions. The nonbonded
term is used for interactions between pairs of atoms that are separated
by two or more intervening atoms or those that belong to different
molecules. The cross-coupling term is used for the prediction of
vibration frequencies and structural variations associated with
conformational changes.
On the basis of first principle quantum mechanical calculations, the

partial atomic charges on the molecules were preset by the COMPASS
force field. The electrostatic interaction was calculated using the Ewald
summation method because it provides a more effective way of
handling long-range interactions.36

3.1. Construction of Liquid-State Models. To reduce the
equilibration time to obtain equilibrium structure, the initial
amorphous structures of the individual blocks of the block copolymers
of interest were constructed using the rotational isometric state (RIS)
model.37−39 In the RIS model, there are only a few torsional angles
accessible to each chemical bond. And the probability profile of torsion
angles depends on their energy level and temperature. The details of
determining the RISs of a polymer are described elsewhere.33

The amorphous cell construction process starts by placing the atom
in the middle of the polymer of interest in a random place inside the
box and then grows segments with a stepwise process using known
values of bond lengths, bond angles and torsion angles. It is worth
noting that having a range of possible RISs facilitates the amorphous
cell construction as it gives more freedom in growing chains around
obstacles. An initial density of 0.5 g/cm3 was used to construct the
amorphous cells and isothermal−isobaric (i.e., NPT) MD simulations
were used to compress the cell to its actual density. Figure 3 shows the
resultant structures of the simulation cell after NPT simulations. It
should be noted that the blocks shown in the figure are not connected.
This is required in the context of the Flory−Huggins theory. In this
study, one molecule of each polymer block of interest was built in the
amorphous cell. Three-dimensional periodic conditions were used.
The introduction of periodic boundary conditions is equivalent to
modeling the polymers in the bulk state.
3.2. Molecular Dynamics Simulation. The initial amorphous cell

is usually in high energy state. Energy minimization was performed on
the systems to remove van der Waals overlaps. The minimization was
carried out with the steepest descent method, followed by the
conjugate gradient method and ended with a Newton method.
Velocities of atoms for the initial trajectory of each simulation are
generated randomly using Boltzmann distribution.
NPT simulations were used to compress the cell to its equilibrium

volume to obtain its density. In these simulations, number of
molecules in the cell, pressure, and temperature were kept constant
while volume of the cell changed. All NPT simulations were carried
out in the atmospheric pressure (0.0001 GPa). NPT simulations ought
to be carried out until the density of the system is stabilized. In the
case of NPT simulations, there is not a module to monitor the density
of the system during the run so NPT simulations were performed in
several intervals and the average density was evaluated after each
interval. These runs were continued until the difference between the
densities in consecutive steps was less than 0.4%. Simulation time for
NPT runs are reported in Table 1 in the Supporting Information.
Berendsen thermostat and barostat33 were used to keep temperature
and pressure constant.
NVT simulations were used to calculate the potential energy of the

system. In these simulations, the number of molecules in the cell,
volume and temperature are kept constant. NPT ensemble was not
used to calculate potential energy for two reasons: first based on the
lattice theory, the volume of the simulation cell must be kept constant.
And higher computational speed is the second reason. In NVT
ensemble, temperature is the only controllable value but both pressure
and temperature must be controlled in NPT ensembles. Berendsen
thermostat40 was used to keep temperature constant. The cell volume
was calculated using the equilibrium density obtained from NPT
simulations at the same temperature. NVT simulations were carried

out until the potential energy of the system was stabilized. Simulation
time for NVT runs are reported in Table 1 in the Supporting
Information.

Velocity Verlet integrator is used to solve Newtonian equations of
motion with a time step of 1 fs. The cutoff radius for van der Waals
interactions is 9.5 Å with 1 Å spline width.

3.3. Model Materials. P3HT is the acronym of poly(3-
hexylthiophene), whose regioregular form41 is used in solar cells
owing to its superior optoelectronic properties. P3HT has been used
as the donor material in BHJ solar cells extensively in recent
years.6,42−44 P3HT is the donor block in both systems that have been
studied in the current work.

Figure 3. Amorphous cells of (a) P3HT and poly(S8A2)-C60 blend
with d = 1.173 g cm−3, (b) P3HT and PPerAcr blend with d = 1.020 g
cm−3.

Table 1. Calculated Polymer−Polymer χ Parameters

T
(K)

P3HT volume
fraction

ΔEmix
(kcal/mol)

polymer−polymer
χ parameter

P3HT-b-
PPerAcr

500 0.2133 54 322
550 0.2175 44 236
600 0.2176 37 184
650 0.2210 18 81

P3HT-b-
poly(S8A2)-
C60

500 0.2696 1245 6366
550 0.2732 1252 5772
600 0.2751 1235 5194
650 0.2801 1188 4562
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C60 (and C70) derivatives in the form of phenyl-C61-butyric acid
methyl ester (PCBM) have been used extensively in the past decade as
the acceptor material. Several attempts have been made to synthesize
C60-containing blocks to be used in the polymer solar cells.45−48 One
example which is used in our work is Poly(SxAy)-C60 in which S stands
for styrene and A stands for acrylate. Yang et al.49 fabricated diblock
copolymers with different x to y ratios and Poly(S8A2)-C60 yielded the
best performance; hence it is used in the current work as the acceptor
block. Figure 4 is the schematic representation of P3HT and
Poly(S8A2)-C60 repeat units and P3HT-b-Poly(SxAy)-C60.
P3HT molecule with 40 (3-hexylthiophene) units for which MW =

8316.12 g/mol and poly(S8A2)-C60 with 10 repeat units for which MW
= 29916.9 g/mol are used in the simulations.
Electron transporting small molecules such as derivatives of

perylene tetracarboxydiimide (PDI) have been used in PSCs as the
acceptor materials. Unlike PCBM which is a weak absorber, perylene
derivatives have the advantage of enhanced light absorption in the
visible range but solar cells fabricated using these molecules tend to
have a very low efficiency50 because of the formation of microsized
PDI crystals due to aggregation. Diblock copolymer fabrication is the
best approach to prevent PDI crystal formation. Rajaram et al.51

fabricated P3HT-b-Poly(n-butyl acrylate-stat-acrylate perylene) as a
compatibilizer to address this problem. This copolymer (Figure 5) is
used for our simulations.
PPerAcr with 40 repeat units for which MW = 33006.1 g/mol is

used for simulations.

4. RESULTS AND DISCUSSION
Table 1 in the Supporting Information shows the computed
density values of the pure components of the blocks that make
up of the diblock copolymers of interest and their binary blends
after NPT MD annealings.

Volume fractions of blocks in the diblock copolymer were
then calculated using the density values of the pure blocks and
of their molar weights. And the Flory−Huggins interaction
parameter was calculated using eq 3.
ΔEmix shown in eq 3 is the difference between the potential

energy of binary blends and the corresponding pure
homopolymers:

Δ = − −E E E Emix blend 1 2 (5)

The results of such calculations are summarized in Table 2.
Table 1 lists the calculated polymer−polymer χ parameters.

However, in order to use diblock copolymer phase diagrams in

Figure 4. (a) P3HT repeat unit (3-hexylthiophene), (b) Poly(S8A2)-C60 repeat unit, and (c) P3HT-b-Poly(SxAy)-C60.

Figure 5. (a) PPerAcr repeat unit and (b) P3HT-b-Poly(n-butyl
acrylate-stat-acrylate perylene).
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the prediction of the nanomorphology, these values should be
converted to the segment−segment χ parameter by dividing
them by the total number of lattice sites in the simulation cell.
Based on the lattice theory, the volume of each lattice site is
considered to be equal to the smaller of segment volumes of the
components involved. The total number of sites in the
simulation cell can be obtained by dividing the total cell
volume by the volume of a P3HT segment. The results are
shown in Table 2.
It is obvious that the temperature dependence of the

segment−segment χ parameters exhibits the same trend as
predicted by eq 2 (see Figures 6 and 7) for both systems,
indicating that the pure components would phase segregate at
low temperatures.

The question here is whether the computed segment−
segment χ parameters predict the nanomorphology of the
diblock copolymers. To evaluate the effectiveness of MD
simulations as a prognostication tool, a comparison will be
made between predictions of the MD simulation results along
with the use of the block copolymer theory and AFM images
from experimental work. Results from Yang et al.49 for P3HT-
b-Poly(S8A2)-C60 are used in this comparison.
To predict the phase nanomorphology, the total degrees of

polymerization (N) of the diblock copolymers used in the
computational studies and volume fraction of each block are
needed in addition to the χ parameter. Data provided by Yang
et al.49 are summarized in Table 3.

On the basis of the data in Table 3, further information can
be obtained for P3HT-b-Poly(S8A2)-C60, which is shown in
Table 4.

On the basis of the values shown in Table 4 and the
assumption that system 1 exhibits similar nanostructures over
comparable volume fraction ranges shown in Figure 2, pure
P3HT cylinders inside Poly(S8A2)-C60 phase are expected.
AFM image of the P3HT-b-Poly(S8A2)-C60 phase published by
Yang et al.49 shows formation of P3HT cylindrical boundaries
which is consistent with our prediction.
Moreover, the pair distribution functions, g(r), of the pure

polymers and their blends validate phase segregation in block
copolymers. Figure 8 shows pair distribution functions for
hydrogen atoms of P3HT molecule for three cases: pure P3HT,
P3HT-PPerAcr mixture and P3HT-Poly(S8A2)-C60 mixture. In
the case of pure P3HT, the intermolecular contribution
becomes greater than the intramolecular contribution at
distances larger than 5 Å from the designated atom. On the
other hand, the intramolecular contribution is dominant in the
blend cases. This proves that in the cases of blends, there is a
barrier of PPerAcr or Poly(S8A2)-C60 molecules between P3HT
molecules.
On the basis of the above results, we expect that the MD

approach can be used to predict the nanomorphology of
diblock copolymers used in the active layer of PSCs. Our
approach is particularly relevant to the construction of bulk
heterojunctions consisting of polymer−polymer blends and
ordered small molecule−polymer heterojunctions based on
pattern definition using diblock polymers.
As mentioned previously, the ideal architecture for high

efficiency consists of an ordered bulk heterojunction with
charge percolation pathways for both types of charge carriers
and separated donor and acceptor phases of size comparable to
their respective exciton diffusion lengths.52 In pursuit of this

Table 2. Calculated segment−segment χ parameters

T
(K)

total cell volume
(cc/molcopolymer)

lattice site
number

segment−
segment χ
parameter

P3HT-b-
PPerAcr

500 40504 236.8 1.36
550 41260 233.9 1.01
600 41960 232.5 0.79
650 42746 229.1 0.35

P3HT-b-
poly(S8A2)-
C60

500 31766 185.7 34.27
550 32118 182.1 31.69
600 32607 180.7 28.75
650 32942 176.5 25.84

Figure 6. Temperature dependence of χ for P3HT-b-PPerAcr.

Figure 7. Temperature dependence of χ for P3HT-b-poly(S8A2)-C60.

Table 3. Experimental Data Provided for P3HT-b-
Poly(S8A2)-C60 by Yang et al.49

3-hexylthiophene mol % styrene mol % acrylate mol % MW (g/mol)

12 71 17 18 500

Table 4. Total Degree of Polymerization and Volume
Fractions of the Blocks of System 1

degree of polymerization 13.67
φP3HT 0.094
φP(S8A2)‑C60 0.906
χN in 600 K 393
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goal, hybrid solar cells consisting of inorganic n-type large band
gap ZnO or TiO2 nanorod/nanotube arrays filled with a p-type
semiconducting polymer have attracted much interest.53 In
contrast, all-organic ordered heterojunctions could have simpler
processing and can also be designed to absorb light more
efficiently by incorporating n-type absorber. However, all-
organic ordered heterojunction solar cells have presently not
been achieved because of material compatibility issues. For
instance, when it is attempted to fill nanorod arrays of a
acceptor with a corresponding solution processed donor (or
vice versa), the nanorod array architecture softens, buckles,
recrystallizes, or otherwise changes its morphology due to the

effect of the organic solvent(s) used in the subsequent step.54

The use of diblock copolymers that vertically phase segregate
into cylindrical domains offers a solution to this vexing
problem, and allows the construction of ordered heterojunction
solar cells. Our work advances the systematic design of such
diblock copolymers and highlights the predictive value of
molecular dynamics simulations in pretesting the morphology
of such diblock copolymer films.

5. CONCLUSION
Three factors are known to control the degree of self-
segregation and Nanomorphology of two diblock copolymers:
Flory−Huggins interaction parameter (χ), volume fraction of
the blocks in the polymer and total degree of polymerization.
Molecular dynamics simulations were utilized to calculate the χ
parameter for P3HT-b-Poly(S8A2)-C60 and P3HT-b-PPerAcr
thatt are of special interest in the polymer solar cell area. In the
first step NPT calculation were performed to find equilibrium
density of the system and then NVT simulation were used to
calculate potential energy of the system that is required to
calculate the χ parameter. In the studied temperature range, χ
parameter was shown to have a linear correlation with the
reciprocal temperature that is consistent with previous
experimental observations. Moreover, strong segregation of
block copolymers into cylindrical boundaries is predicted for
P3HT-b-Poly(S8A2)-C60, which is consistent with AFM images
of this copolymer available in the literature.
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